Probability Theory
2015/16 Semester IIb
Instructor: Daniel Valesin
Final Exam
14/6/2016
Duration: 3 hours

This exam contains 10 pages (including this cover page) and 8 problems. Enter all requested information on the top of this page, and put your initials on the top of every page, in case the pages become separated.

You are allowed to have two hand-written sheets of paper and a calculator.
You are required to show your work on each problem except for Problem 1 (True or False).
Do not write on the table below.

| Problem | Points | Score |
| :---: | :---: | :---: |
| 1 | 14 |  |
| 2 | 14 |  |
| 3 | 14 |  |
| 4 | 14 |  |
| 5 | 14 |  |
| 6 | 7 |  |
| 7 | 7 |  |
| 8 | 6 |  |
| Total: | 90 |  |

Standard Normal cumulative distribution function The value given in the table is $F_{X}(x)$ for $X \sim \mathcal{N}(0,1)$.
$\begin{array}{lllllllllll}x & 0.00 & 0.01 & 0.02 & 0.03 & 0.04 & 0.05 & 0.06 & 0.07 & 0.08 & 0.09\end{array}$
$0.0 \quad 0.50000 .50400 .50800 .51200 .51600 .51990 .52390 .52790 .53190 .5359$
$0.1 \quad 0.53980 .54380 .54780 .55170 .55570 .55960 .56360 .56750 .57140 .5753$
$0.2 \quad 0.57930 .58320 .58710 .59100 .59480 .59870 .60260 .60640 .61030 .6141$
0.300 .61790 .62170 .62550 .62930 .63310 .63680 .64060 .64430 .64800 .6517
$0.4 \quad 0.65540 .65910 .66280 .66640 .67000 .67360 .67720 .68080 .68440 .6879$
$0.5 \quad 0.69150 .69500 .69850 .70190 .70540 .70880 .71230 .71570 .71900 .7224$
$0.6 \quad 0.72570 .72910 .73240 .73570 .73890 .74220 .74540 .74860 .75170 .7549$
$0.7 \quad 0.75800 .76110 .76420 .76730 .77030 .77340 .77640 .77940 .78230 .7852$
$0.8 \quad 0.78810 .79100 .79390 .79670 .79950 .80230 .80510 .80780 .81060 .8133$
$0.9 \quad 0.81590 .81860 .82120 .82380 .82640 .82890 .83150 .83400 .83650 .8389$
$1.0 \quad 0.84130 .84380 .84610 .84850 .85080 .85310 .85540 .85770 .85990 .8621$
1.10 .86430 .86650 .86860 .87080 .87290 .87490 .87700 .87900 .88100 .8830
$1.2 \quad 0.88490 .88690 .88880 .89070 .89250 .89440 .89620 .89800 .89970 .9015$
1.300 .90320 .90490 .90660 .90820 .90990 .91150 .91310 .91470 .91620 .9177
$1.4 \quad 0.91920 .92070 .92220 .92360 .92510 .92650 .92790 .92920 .93060 .9319$
$1.5 \quad 0.93320 .93450 .93570 .93700 .93820 .93940 .94060 .94180 .94290 .9441$
$1.6 \quad 0.94520 .94630 .94740 .94840 .94950 .95050 .95150 .95250 .95350 .9545$
$1.7 \quad 0.95540 .95640 .95730 .95820 .95910 .95990 .96080 .96160 .96250 .9633$
$1.8 \quad 0.96410 .96490 .96560 .96640 .96710 .96780 .96860 .96930 .96990 .9706$
$1.9 \quad 0.97130 .97190 .97260 .97320 .97380 .97440 .97500 .97560 .97610 .9767$
$2.0 \quad 0.97720 .97780 .97830 .97880 .97930 .97980 .98030 .98080 .98120 .9817$
$2.1 \quad 0.98210 .98260 .98300 .98340 .98380 .98420 .98460 .98500 .98540 .9857$
$2.2 \quad 0.98610 .98640 .98680 .98710 .98750 .98780 .98810 .98840 .98870 .9890$
2.300 .98930 .98960 .98980 .99010 .99040 .99060 .99090 .99110 .99130 .9916
$2.4 \quad 0.99180 .99200 .99220 .99250 .99270 .99290 .99310 .99320 .99340 .9936$
2.500 .99380 .99400 .99410 .99430 .99450 .99460 .99480 .99490 .99510 .9952
$2.6 \quad 0.99530 .99550 .99560 .99570 .99590 .99600 .99610 .99620 .99630 .9964$
$2.7 \quad 0.99650 .99660 .99670 .99680 .99690 .99700 .99710 .99720 .99730 .9974$
$2.8 \quad 0.99740 .99750 .99760 .99770 .99770 .99780 .99790 .99790 .99800 .9981$
$2.9 \quad 0.99810 .99820 .99820 .99830 .99840 .99840 .99850 .99850 .99860 .9986$
$3.0 \quad 0.99870 .99870 .99870 .99880 .99880 .99890 .99890 .99890 .99900 .9990$
3.10 .99900 .99910 .99910 .99910 .99920 .99920 .99920 .99920 .99930 .9993
$3.2 \quad 0.99930 .99930 .99940 .99940 .99940 .99940 .99940 .99950 .99950 .9995$
3.30 .99950 .99950 .99950 .99960 .99960 .99960 .99960 .99960 .99960 .9997
$3.4 \quad 0.99970 .99970 .99970 .99970 .99970 .99970 .99970 .99970 .99970 .9998$
3.50 .99980 .99980 .99980 .99980 .99980 .99980 .99980 .99980 .99980 .9998
3.60 .99980 .99980 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .9999
3.70 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .9999
$3.8 \quad 0.99990 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .99990 .9999$
3.91 .00001 .00001 .00001 .00001 .00001 .00001 .00001 .00001 .00001 .0000

1. (a) (7 points) A closet has 5 pairs of shoes. I open the closet in the dark and take 4 shoes at random, without replacement (that is: whenever I take a shoe, it is chosen uniformly among all shoes that are still inside the closet). Find the probability that I can form at least one pair with the shoes I took.
(b) (7 points) Bas is doing a cycling tour of Morocco. Today he wakes up in Rabat and needs to travel to Casablanca. Before he starts, he can study a map and ask for directions. If he does both, the probability that he will get lost is 0.15 . If he studies the map but does not ask for directions, the probability that he will get lost is 0.4 . If he asks for directions but does not study the map, the probability that he will get lost is 0.3 . If he does neither, the probability that he will get lost is 0.7 .
Suppose that he uses a fair coin toss to decide whether or not to ask for directions (heads $\rightarrow$ asks; tails $\rightarrow$ does not ask), and another independent fair coin toss to decide whether or not to study the map (heads $\rightarrow$ studies; tails $\rightarrow$ does not study).
Given that he arrives in Casablanca without getting lost, what is the probability that he studied the map?
Solution. (a) Without any restrictions, the number of ways to take 4 shoes out of the 10 available shoes is $\binom{10}{4}$. The number of ways to take 4 shoes out of the 10 available shoes so that no pairs can be formed is $\binom{5}{4} \cdot 2^{4}$ (we choose 4 distinct pairs and 1 shoe from each pair). Thus, the desired probability is

$$
1-\frac{\binom{5}{4} \cdot 2^{4}}{\binom{10}{4}}=\frac{13}{21}
$$

(b) Define the events

$$
\begin{aligned}
& E_{M}=\{\text { Bas studies his map }\} \\
& E_{D}=\{\text { Bas asks for directions }\} \\
& L=\{\text { Bas gets lost }\}
\end{aligned}
$$

Then,

$$
\begin{aligned}
\mathbb{P}\left(E_{M} \mid L^{c}\right) & =\frac{\mathbb{P}\left(L^{c} \cap E_{M} \cap E_{D}\right)+\mathbb{P}\left(L^{c} \cap E_{M} \cap E_{D}^{c}\right)}{\mathbb{P}\left(L^{c} \cap E_{M} \cap E_{D}\right)+\mathbb{P}\left(L^{c} \cap E_{M} \cap E_{D}^{c}\right)+\mathbb{P}\left(L^{c} \cap E_{M}^{c} \cap E_{D}\right)+\mathbb{P}\left(L^{c} \cap E_{M}^{c} \cap E_{D}^{c}\right)} \\
& =\frac{\frac{1}{4} \cdot 0.85+\frac{1}{4} \cdot 0.6}{\frac{1}{4} \cdot 0.85+\frac{1}{4} \cdot 0.6+\frac{1}{4} \cdot 0.7+\frac{1}{4} \cdot 0.3}=0.591837 .
\end{aligned}
$$

2. Let $\ldots, X_{-3}, X_{-2}, X_{-1}, X_{0}, X_{1}, X_{2}, \ldots$ be independent $\operatorname{Bernoulli}(p)$ random variables, $p \in$ $(0,1)$. Define

$$
Y_{n}=-1+\min \left\{m \geq n: X_{m} \neq X_{n}\right\}-\max \left\{m \leq n: X_{m} \neq X_{n}\right\}, \quad n \in\{\ldots,-1,0,1, \ldots\} .
$$

(a) (7 points) Find the probability mass function of $Y_{n}$.
(b) (7 points) Find $\mathbb{E}\left(Y_{n}\right)$. You may use the formula:

$$
\sum_{n=1}^{\infty} n^{2} \cdot q^{n}=\frac{q+q^{2}}{(1-q)^{3}}, \quad 0<q<1
$$

Solution. (a) For $k \in\{1,2, \ldots\}$,

$$
\begin{aligned}
f_{Y_{n}}(k)= & \mathbb{P}\left(Y_{n}=k\right) \\
= & \sum_{\ell=1}^{k} \mathbb{P}\left(X_{n-\ell}=0, X_{n-\ell+1}=\cdots=X_{n-\ell+k}=1, X_{n-\ell+k+1}=0\right) \\
& +\sum_{\ell=1}^{k} \mathbb{P}\left(X_{n-\ell}=1, X_{n-\ell+1}=\cdots=X_{n-\ell+k}=0, X_{n-\ell+k+1}=1\right) \\
= & \sum_{\ell=1}^{k}(1-p)^{2} p^{k}+\sum_{\ell=1}^{k}(1-p)^{k} p^{2} \\
= & k p^{k}(1-p)^{2}+k(1-p)^{k} p^{2} .
\end{aligned}
$$

(b)

$$
\begin{aligned}
\sum_{k=1}^{\infty} k \cdot f_{Y_{n}}(k) & =\sum_{k=1}^{\infty} k \cdot\left(k p^{k}(1-p)^{2}+k(1-p)^{k} p^{2}\right) \\
& =(1-p)^{2} \sum_{k=1}^{\infty} k^{2} p^{k}+p^{2} \sum_{k=1}^{\infty} k^{2}(1-p)^{k} \\
& =(1-p)^{2} \cdot \frac{p+p^{2}}{(1-p)^{3}}+p^{2} \cdot \frac{1-p+(1-p)^{2}}{p^{3}} \\
& =\frac{5 p^{2}-5 p+2}{p-p^{2}} .
\end{aligned}
$$

3. We have $n$ balls and $m$ urns. The balls are placed in the urns one by one, and any given ball has the same probability of going into any urn. Let $X$ be the number of urns that receive at least one ball.
(a) (7 points) Find $\mathbb{E}(X)$.
(b) (7 points) Find $\operatorname{Var}(X)$.

Solution. For $i=1, \ldots, m$, let $X_{i}$ be the indicator function of the event that urn $i$ receives at least one ball. Then,

$$
\mathbb{E}\left(X_{i}\right)=\mathbb{P}\left(X_{i}=1\right)=1-\mathbb{P}\left(X_{i}=0\right)=1-\left(\frac{m-1}{m}\right)^{n}
$$

so

$$
\operatorname{Var}\left(X_{i}\right)=\left(1-\left(\frac{m-1}{m}\right)^{n}\right) \cdot\left(\frac{m-1}{m}\right)^{n}
$$

Moreover, if $i \neq j$,

$$
\operatorname{Cov}\left(X_{i}, X_{j}\right)=\mathbb{E}\left(X_{i} X_{j}\right)-\mathbb{E}\left(X_{i}\right) \mathbb{E}\left(X_{j}\right)=\mathbb{P}\left(X_{i}=X_{j}=1\right)-\left(1-\left(\frac{m-1}{m}\right)^{n}\right)^{2}
$$

Noting that

$$
\begin{aligned}
\mathbb{P}\left(X_{i}=X_{j}=1\right) & =1-\mathbb{P}\left(\left\{X_{i}=0\right\} \cup\left\{X_{j}=0\right\}\right) \\
& =1-\mathbb{P}\left(\left\{X_{i}=0\right\}\right)-\mathbb{P}\left(X_{j}=0\right)+\mathbb{P}\left(X_{i}=X_{j}=0\right) \\
& =1-2\left(\frac{m-1}{m}\right)^{n}+\left(\frac{m-2}{m}\right)^{n},
\end{aligned}
$$

we get the expression for the covariance:
$\operatorname{Cov}\left(X_{i}, X_{j}\right)=1-2\left(\frac{m-1}{m}\right)^{n}+\left(\frac{m-2}{m}\right)^{n}-\left(1-\left(\frac{m-1}{m}\right)^{n}\right)^{2}=\left(\frac{m-2}{m}\right)^{n}-\left(\frac{m-1}{m}\right)^{2 n}$.
Since $X=\sum_{i=1}^{m} X_{i}$, we thus obtain

$$
\begin{aligned}
& \mathbb{E}(X)=m\left(1-\left(\frac{m-1}{m}\right)^{n}\right) \\
& \begin{aligned}
& \operatorname{Var}(X)= m \operatorname{Var}\left(X_{1}\right)+m(m-1) \operatorname{Cov}\left(X_{1}, X_{2}\right) \\
&=m\left(1-\left(\frac{m-1}{m}\right)^{n}\right) \cdot\left(\frac{m-1}{m}\right)^{n} \\
& \quad+m(m-1)\left(\left(\frac{m-2}{m}\right)^{n}-\left(\frac{m-1}{m}\right)^{2 n}\right)
\end{aligned}
\end{aligned}
$$

4. (a) (7 points) A random variable $X$ has pdf

$$
f_{X}(x)=\frac{c}{x^{2}-x}, \quad 2<x<5
$$

Find $c$ and $\mathbb{E}(\lfloor X\rfloor)(\lfloor\cdot\rfloor$ denotes the floor function. For a non-negative real number $x,\lfloor x\rfloor$ is the largest integer $n$ such that $n \leq x)$.
(b) (7 points) Two random variables $Y$ and $Z$ have joint probability density function

$$
f_{Y, Z}(y, z)=\frac{e^{-z}}{z}, \quad 0<y<z<\infty
$$

Compute $\mathbb{E}\left(Y^{2} \mid Z=z\right)$.
Solution. (a)

$$
\begin{gathered}
1=c \cdot \int_{2}^{5} \frac{1}{x^{2}-x} d x=c \cdot \int_{2}^{5}\left(\frac{1}{x-1}-\frac{1}{x}\right)=c \cdot \log \left(\frac{8}{5}\right) \Longrightarrow c=1 / \log \left(\frac{8}{5}\right) \\
\mathbb{E}(\lfloor X\rfloor)=\int_{2}^{5}\lfloor x\rfloor \cdot f_{X}(x) d x \\
=2 \cdot \int_{2}^{3} f_{X}(x) d x+3 \cdot \int_{3}^{4} f_{X}(x) d x+4 \cdot \int_{4}^{5} f_{X}(x) d x \\
=2 \cdot \log \left(\frac{4}{3}\right)+3 \cdot \log \left(\frac{9}{8}\right)+4 \cdot \log \left(\frac{16}{15}\right)
\end{gathered}
$$

(b) For any $y>0$,

$$
f_{Y \mid Z}(y \mid z)=\frac{e^{-z} / z}{\int_{0}^{z} e^{-z} / z d y}=\frac{1}{z}, \quad y \in(0, z)
$$

Hence,

$$
\mathbb{E}\left(Y^{2} \mid Z=z\right)=\int_{0}^{z} y^{2} \cdot \frac{1}{z} d y=\frac{z^{2}}{3}
$$

5. (a) (7 points) Prove that, if $X \sim \operatorname{Binomial}(n, p)$, then the moment-generating function of $X$ is $M_{X}(t)=\left(1+p\left(e^{t}-1\right)\right)^{n}$.
(b) (7 points) Prove that, if $Y \sim \operatorname{Poisson}(\lambda)$, then the moment-generating function of $Y$ is $M_{Y}(t)=e^{\lambda\left(e^{t}-1\right)}$.
Solution. (a)

$$
M_{X}(t)=\mathbb{E}\left(e^{t X}\right)=\sum_{i=0}^{n} e^{i t}\binom{n}{i} p^{i}(1-p)^{n-i}=\sum_{i=0}^{n}\binom{n}{i}\left(p e^{t}\right)^{i}(1-p)^{n-i}=\left(1-p+p e^{t}\right)^{n}
$$

(b)

$$
M_{Y}(t)=\mathbb{E}\left(e^{t Y}\right)=\sum_{i=0}^{\infty} e^{i t} \frac{\lambda^{i}}{i!} e^{-\lambda}=e^{-\lambda} \cdot \frac{\left(\lambda e^{t}\right)^{i}}{i!}=e^{-\lambda} \cdot e^{\lambda e^{t}}=e^{\lambda\left(-1+e^{t}\right)}
$$

6. (7 points) If $X_{1}, X_{2}, \ldots$ are independent Poisson(1) random variables, then for each $n$,

$$
X_{1}+\cdots+X_{n} \sim \operatorname{Poisson}(n)
$$

(you do not need to prove this). Use this fact to prove that

$$
\text { for all } \varepsilon>0, \quad \sum_{i \in \mathbb{N}:(1-\varepsilon) n \leq i \leq(1+\varepsilon) n} \frac{n^{i}}{i!} \cdot e^{-n} \xrightarrow{n \rightarrow \infty} 1
$$

and

$$
\sum_{i=0}^{n} \frac{n^{i}}{i!} \cdot e^{-n} \xrightarrow{n \rightarrow \infty} \frac{1}{2}
$$

Solution. Let $Y_{n}=\sum_{i=1}^{n} X_{i} \sim \operatorname{Poisson}(n)$. Then, by the Weak Law of Large Numbers, we have

$$
\frac{Y_{n}}{n} \xrightarrow[\mathbb{P}]{n \rightarrow \infty} \mathbb{E}\left(X_{i}\right)=1,
$$

which means that, for any $\varepsilon>0$,

$$
\mathbb{P}\left(\left|\frac{Y_{n}}{n}-1\right| \leq \varepsilon\right) \xrightarrow{n \rightarrow \infty} 1,
$$

which means that

$$
\mathbb{P}\left(Y_{n} \in((1-\varepsilon) n,(1+\varepsilon) n)\right) \xrightarrow{n \rightarrow \infty} 1,
$$

that is,

$$
\sum_{i \in \mathbb{N}:(1-\varepsilon) n \leq i \leq(1+\varepsilon) n} f_{Y_{n}}(i)=\sum_{i \in \mathbb{N}:(1-\varepsilon) n \leq i \leq(1+\varepsilon) n} \frac{n^{i}}{i!} \cdot e^{-n} \xrightarrow{n \rightarrow \infty} 1 .
$$

Next, by the Central Limit Theorem, $\frac{Y_{n}-n}{\sqrt{n}} \xrightarrow[\text { (d) }]{n \rightarrow \infty} \mathcal{N}(0,1)$, so, letting $Z \sim \mathcal{N}(0,1)$,

$$
\sum_{i=0}^{n} \frac{n^{i}}{i!} \cdot e^{-n}=\mathbb{P}\left(Y_{n} \leq n\right)=\mathbb{P}\left(\frac{Y_{n}-n}{\sqrt{n}} \leq 0\right) \xrightarrow{n \rightarrow \infty} \mathbb{P}(Z \leq 0)=\frac{1}{2}
$$

7. (7 points) Suppose $X_{1}, X_{2}, \ldots$ are $\operatorname{Bernoulli}(p)$ random variables and assume that, for some constant $K>0$, we have

$$
\operatorname{Cov}\left(X_{i}, X_{j}\right)=0 \quad \text { for all } i, j \text { with }|i-j|>K
$$

Show that $\frac{X_{1}+\cdots+X_{n}}{n}$ converges in probability to $p$ as $n \rightarrow \infty$.
Hint. First prove that $\left|\operatorname{Cov}\left(X_{i}, X_{j}\right)\right| \leq 1$ for every $i, j$. Then use this to obtain an upper bound for $\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right)$. Finally, try to repeat the proof of the weak law or large numbers, using Chebychev's inequality.
Solution. We have $\operatorname{Var}\left(X_{i}\right)=p(1-p)$ for each $i$, so

$$
\left|\operatorname{Cov}\left(X_{i}, X_{j}\right)\right| \leq \operatorname{Var}\left(X_{i}\right) \cdot \operatorname{Var}\left(X_{j}\right)=p^{2}(1-p)^{2} \leq 1
$$

Then,

$$
\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right)=\sum_{i=1}^{n} \operatorname{Var}\left(X_{i}\right)+2 \sum_{i=1}^{n} \sum_{j \in\{i+1, \ldots, n\}} \operatorname{Cov}\left(X_{i}, X_{j}\right) \leq n p(1-p)+2 K n
$$

For any $\varepsilon>0$,

$$
\begin{aligned}
& \mathbb{P}\left(\left|\frac{\sum_{i=1}^{n} X_{i}}{n}-p\right|>\varepsilon\right)=\mathbb{P}\left(\left(\sum_{i=1}^{n} X_{i}-p n\right)^{2}>\varepsilon^{2} n^{2}\right) \\
& \leq \frac{\mathbb{E}\left(\left(\sum_{i=1}^{n} X_{i}-p n\right)^{2}\right)}{\varepsilon^{2} n^{2}}=\frac{\operatorname{Var}\left(\sum_{i=1}^{n} X_{i}\right)}{\varepsilon^{2} n^{2}} \leq \frac{n p(1-p)+2 K n}{\varepsilon^{2} n^{2}} \xrightarrow{n \rightarrow \infty} 0
\end{aligned}
$$

8. (6 points) A person has 100 light bulbs whose lifetimes (in hours) are independent random variables following an Exponential(5) distribution (that is, with pdf $f(x)=\frac{1}{5} e^{-x / 5}$ for $x>0$ ). If the bulbs are used one at a time, with a failed bulb being replaced immediately by a new one, approximate the probability that there is still a working bulb after 525 hours.
Solution. Let $X_{i}$ be the lifetime of the $i$ th light bulb, then $X=\sum_{i=1}^{100} X_{i}$ has expectation $\mathbb{E}(X)=500$ and $\operatorname{Var}(X)=2500$, so that the Central Limit Theorem implies that

$$
\mathbb{P}(X \geq 525)=\mathbb{P}\left(\frac{X-500}{50} \geq \frac{525-500}{50}\right) \approx 1-F_{Z}(1 / 2)
$$

where $Z \sim \mathcal{N}(0,1)$. The approximate answer is thus $1-0.6915$.

